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Abstract 

Blood and its elements have a vital position in human life and are the best indicator for deciding many pathological 
states. Specifically, white blood cells are of great significance for diagnosing hematological disorders. In this analysis, 
350 microscopic blood smudge images have experimented with six machine learning algorithms for the sort of white 
blood cells, and their renditions have resembled. Thirty-five distinct geometric and statistical (consistency) features 
have been pulled from blood pictures for practicum and test parameters of machine learning algorithms. According to 
the outcomes, the Multinomial Logistic Regression (MLR) algorithm accomplished better than the other techniques, 
with an average of 95% test victory. The MLR can be utilized for the automatic classification of white blood cells. It can 
be used mainly as a source for diagnosing diseases for hematologists and internal medicine experts. 
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1. Introduction

Blood is a form consisting of plasma and blood cells in the heart's and veins' circulatory procedure, which we call the 
cardiovascular procedure in the body. Microscopic examination of peripheral blood smudge outcomes in hematology is 
expensive and time-consuming [1], [2], [3]. White blood cells (leukocyte, WBC) are usually misidentified because they 
are not naturally durable [4], [5]. For this basis, blood tests with classic techniques will likely encounter these issues. At 
the exact time, due to the statistical tendency and inconsistencies [6] of the judge (hematologist), both the subjective 
evaluation of outcomes and the sluggish progress of the operation. For these grounds, the growth and use of computer-
based methods instead of conventional strategies will significantly contribute to the acceleration of the research process 
and more precise outcomes [5]. White Blood Cells are segmented into five distinct classes: monocytes, neutrophils, 
basophils, eosinophils, and lymphocytes [7]. The automation of digital method, specially in healthcare, plays a important 
role in transforming patient care services [26]. 

Experimenters are increasingly curious to develop automated medical image analysis algorithms, such as microscopic 
blood smears. Experimenters function on picture processing, computer concepts, synthetic neural networks, machine 
learning algorithms, etc., and methods for blood cell research. Some of the analyses in the publications are as shadows, 
in their research, desired to enhance the work of Turk and Pentland in choosing eigenvectors from monochrome photos. 
Thus, they used three elements in the color image rather than a monochrome print. The Bayesian classifier organized 
the Eigen partitions, not the material or geometric properties of the picture. They utilized thickness and color details as 
parameters in the decision-making procedure. First, they rescanned the intake pictures, segmented and circled them, 
and finally recognized three vectors describing the intensity and color details. The Fuzzy C-means clustering process 
automatically divides the nucleus and cytoplasm of leukocytes. Then suitable effects are removed from the heart, the 
cytoplasm, and the cell. These effects are organized by SVM. [24] in their analysis, offered a method for the type 
verification of white blood cells in flow cytometry. They processed the manners of parametric datasets in a 
multidimensional limit utilizing Support Vector Machines (SVM). [8] employed an artificial neural web of two steps to 
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verify white blood cells. The first step involved a pre-classification operation of a backpropagation algorithm (BPNN). 
In the second stage, they showed a hybrid sample using the support vector machine (SVM) & Puls-Coupled neural 
network (PCNN) to decrease the detected errors. Thus, they targeted minimizing the unfavorable aspects. [9] suggested 
Otsu's automated thresholding algorithm for the segmentation of blood cells and the picture enhancement and 
arithmetic system for leukocyte segmentation. K-NN verifier was applied to verify blast cells from normal lymphocyte 
cells. They contained a 93% perfection rate according to the test outcomes. [10], in their research, utilized image 
processing methods such as color transformation, picture fragmentation, edge detection feature extraction, and white 
blood cell verification. They verified the dengue virus infections of patients with the decision tree techniques. According 
to the outcomes obtained, they said that 167 cell pictures were successful in leukocyte verification with 92.2% and 264 
blood cell pictures with 72.3% perfection in dengue verification. [11] utilized Random Forests to verify leukocyte cells 
like mono-nuclear and polymorph-nuclear cells apart from blood smear pictures obtained with 40X exaggeration.  

In ranking white blood cells, the images' color, texture, and geometric properties were utilized as input parameters of 
artificial intelligence-based algorithms. Some of the research in the literature are as shown; [12] for lymphocytes, 
monocytes, & neutrophil cells only; histogram equalization, corner extraction, and threshold-based automated 
segmentation. The geometric properties of the pictures were applied for the verification process, and 100 blood smear 
pictures were used in the tests. [13] decided to verify and count leukocytes according to 5 categories by utilizing the 
shape, density, and texture properties of microscopic blood pictures. The wavelet properties obtained by the Dual-Tree 
Complex Wavelet Transform (DT-CWT) system for the verification process were applied as parameters of the SVM 
classifier. [14] offered a simple sorting method using color details and morphological features. As the first stage in a 
two-step classification method, they have broadly modified leukocyte cell nuclei and leukocyte borders. 

2. Materials and Methods 

In our earlier analysis [15], microscopic blood smear photos were segmented, and the blood cells were separated into 
three main batches: erythrocytes, platelets, and leukocytes. We utilized the leukocyte pictures to be split into five 
separate classes by machine learning algorithms. Statistical and geometric characteristics of WBC shots were acquired 
for the input parameters of machine learning algorithms.  

2.1. White Blood Cells 

White Blood Cells (WBC) also named leukocytes, are made in the bone marrow. Leukocyte cells form nuclei and 
cytoplasm. They are separated into five groupings: basophil, eosinophil, lymphocyte, monocyte, and neutrophil. 
Leukocytes, which guard the body against transmittable diseases and unknown substances, constitute a vital part of the 
immune system. 4×109 - 11×109 units in one liter of a fit grown-up human. That is, a drop in the blood is about 7000 to 
25000. Figure 1 depicts a fit adult's average number of white blood cells. Neutrophils are the many common leukocytes 
in human blood. The kernels consist of 3-5 lobes. Polymorph nuclear include 99% of the cells, while polymorph nuclear 
cells account for about 70% of the total leukocyte calculation. Eosinophil’s hold onto lots of eosin dye (a type of acid red 
dye) when dyed, producing their large granules red. Their lifespan is 1-2 weeks, including 2-3% of all leukocytes. They 
have an average diameter of 10-12 μm, and their cores are two lobes. 

 

Figure 1 Average values for a normal adult white blood cell count [25]. 
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Another class of leukocytes is named basophil. Its granules hold onto lots of direct dyes and have dark blue-purple color. 
Its nucleus is rare and consists of two lobes that cannot be resolved. It is also the shortest number of leukocytes. 
Monocytes are essential peripheral blood cells (15–22 µm). Folds can be noticed in the nucleus, which can be of distinct 
forms (round, lobular, kidney, bean, or horseshoe). Lymphocytes are cells that can separate and give new lymphocytes. 
When they meet immunogenic (antigenic) push, morphological change, differentiation, and expansion, it is the most 
ordinary type of leukocyte in the blood after neutrophils. In this analysis, 350 different WBC photographs were 
employed as the dataset. Figure 2 displays sample leukocyte cell images utilized in the modification process. 

 

Figure 2 Sample images of leukocyte cells used in the study [25] 

Feature Extraction Segment extraction in image processing transforms large quantities of unnecessary data into a 
reduced display. The method of converting input data into a property dataset is named feature extraction [16]. Feature 
extraction methods research objects and images to extract the most distinctive segments representing various object 
classes. Property vectors are employed as input parameters to classifiers assigned to the class to which they are 
described. The main target of feature extraction is to decrease the original data by scaling specific properties or 
properties that distinguish a piece of information set from another set. Feature extraction is a necessary procedure in 
organizing white blood cells [4], and the desired properties affect the execution of the classifiers. The conversion 
accuracy depends on the number of features and quality properties. An essential part of the studies on microscopic 
images for modifying leukocyte cells has been based on geometric and tissue-based possessions [17]. The geometric 
controls used to distinguish cells enclose the shape and size of the nucleus, the form and size of the white blood cell, the 
number of nucleus lobes, cell circularity, and nucleus rectangularity [18]. Tissue is the exact granule and chromatin-
induced belongings in the nucleus. The texture feature [19] contains statistical data such as mean, standard deviation, 
skewness, kurtosis, and entropy of brightness. This analysis utilized 35 additional statistical and geometric features to 
classify leukocyte cells. We used the reference polygons of the WBC cells (cytoplasm and nucleus) we segmented in the 
earlier study. 

2.2. Machine Learning Algorithm  

Machine Learning Algorithm is the technological paradigm that creates beliefs from the general data using mathematical 
and statistical procedures and makes projections about the secret with these assumptions. Machine learning is one of 
the quickest growing areas of computer science, with a broad range of applications. Some scholarly analyses in the past 
have revealed that after a particular phase, the machines must understand the data. As a result, experimenters 
conducted their studies to hover various problems by employing multiple symbolic strategies [20]. A considerable 
number of these procedures can measure, predict, and classify. This unit cites the possessions of machine learning 
algorithms utilized in this analysis for organizing WBCs. 

2.2.1. Judgment Tree Classifier  

The Judgment Tree is a machine learning algorithm that can categorize data by constantly dividing the dataset according 
to a particular criterion. A judgment tree format consists of roots, nodes, branches, and leaves. The tree structure's 
posterior part and the leaves upper part are called roots. Each piece in the dataset represents nodes. The connection 
between the nodes is called the branch. It is essential to choose which node to start partitioning in decision trees. If the 
proper node does not start, the tree's number of nodes and leaves will be very high. Many decision tree learning 
algorithms are obtainable in the literature. In this study, the C4.5 algorithm was selected. 

2.2.2. Random Forest  

The Random Forest algorithm was designed by [21]. Instead of creating a single decision tree, this process combines 
the decisions of multiple multivariate trees, each prepared in distinct training sets. As an impact, it is an algorithm that 
attains high levels of success in cracking classification issues. In the Random Forest algorithm, determining branching 
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criteria and specifying a proper pruning strategy, as in the other conclusion tree procedures, is essential. Gain ratio and 
Gini index are the most typically utilized gain measurement procedures in determining the branching standards. The 
process of this algorithm is based on two distinct parameters: the number of trees to be formed and the number of 
models UMAGD, (2019) 11(1), 141-152, [15] utilized for each node. In the sorting process, mainly, the user-defined tree 
is formed. 

2.2.3. . k-Nearest Neighbors 

(k-NN) the k-NN algorithm was offered by [22]. K-NN is one of the essential pattern distinction and classification 
techniques that categorize objects according to the closest training samples in the quality space. The purpose here is to 
determine which new model belongs to which class, according to the 𝑘𝑘 value of the nearest neighbor. When choosing 
the category of a new vector, the closest 𝑘𝑘 samples picked from the training data are specified. Hence, the new vector 
is assigned to it by glancing at the classes in which the selected models belong. A recent example has distinct methods 
(Euclid, Manhattan, Minkowski, etc.) for computing distances according to classified models. 

3. Experimental Results and discussion 

Three hundred fifty distinct WBC images were operated in practical studies. These images were aimlessly selected and 
transformed into five separate training and trial data ratios, as displayed in Figure 5. Each dataset was chosen randomly 
in expansion 100 times to obtain more practical results. Thus, 500 data was organized and analyzed in statistical results 
for each dataset level, as displayed in Figure 6. 

When the five distinct datasets given in Figure 5 are discussed, For DS1, 25% (87 of them) of 350 WBC pictures were 
utilized for training, and 75% (263 of them) were employed for testing. Again, other datasets were designed according 
to the fixed rates. In Figure 6, all datasets are prepared and tested at various speeds for each machine learning algorithm; 
worst, best, mean, standard deviation, median, and mode values are computed. 

The best result acquired by the Random Forest algorithm was noticed in DS4 with 67.3% training and 33% test result 
with 91.38% classification victory. When the algorithm is considered according to special train and test speeds, it can 
be said to deliver more than 80% victory. The best result acquired according to the SVM algorithm was seen in DS4 with 
67.4% training and 33% for testing goals with 84.48% classification success. In cases where the training details are less 
than 50%, it is noticed that there are 1 or 2 low outliers. When the algorithm is considered according to various training 
and test rates, it can be stated that it provides success in about 80%. The most relevant result received according to the 
MLR algorithm was marked in DS4 and DS5 datasets with 96.55% classification success. When the algorithm is 
considered according to various training and test rates, it can be expressed that it delivers success in the 90% -95% 
range. It is the most effective success rate ever gained. Figure 8 displays the relative result graph of all machine learning 
algorithms according to their best test success. As can be noticed here, the two most delicate algorithms are MLR and 
Random Forest, respectively. 

4. Conclusion 

In this analysis, statistical and geometrical characteristics were extracted from microscopic blood photographs, and a 
feature vector composed of 35 different parameters was formed. This feature vector is the input parameter for six 
machine learning algorithms to classify white blood cells. Five types of data sets were prepared in additional training 
and test ratios, 100 different combinations of each data set were created, and statistical results were analyzed to test 
the performance of the algorithms. When the classification of leukocyte cells is evaluated, it is seen that the highest 
success rate in all datasets and all conditions belongs to the MLR algorithm. The lowest success rate belongs to the k-
NN algorithm and produces results close to the SVM and Naive Bayes algorithms. Apart from these, the Random Forest 
algorithm is the most successful method after MLR. This method is more successful than the Decision Tree algorithm 
because it combines more than one decision tree. As a result, the success rate of 95% obtained by the MLR algorithm is 
relatively high, and at the same time, it is more stable than other methods. Therefore, the method can be applied easily 
to automatic classification systems. The algorithm can be made more potent by methods such as Bagging, Boosting, or 
Bootstrapping to improve the classification success further. Thus, it is thought that global success rates can be brought 
to better values by negatively reducing the factors simulating the sensation of blood smear images. 
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